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IntroductionHuman Brain is a Prediction Machine 

2



IntroductionGenerative AI

3

Make the 
“prediction” 
of the real 
world inside a 
computer.



IntroductionSuccess of Generative AI

4

Generative Models for 
Text, Image, Video, 3D, 
and Multimodal 
GenerationLarge Language Models (LLMs)



IntroductionGenerative AI has huge impacts
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EntertainmentEducation

BiomedicineRobotics AI Agents

Healthcare



IntroductionExpectation of Generative AI

6

Prior to manipulating objects, a 
robot can execute a generative 

model as a simulator to anticipate 
potential outcomes. 

The prediction must be detailed, 
adhere to physical laws, and be 

generated in real-time. 

However, existing generative models 
cannot reach this bar.



What are the Challenges?
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Introduction

8

Formulation

C

Context

Generator X

Data

max log P(X |C)

Class labels
Text prompts
Source images
Camera poses
…

X̂ ∼ P(X |C)
X̂

Text
Graph
Image/Video

…
…



IntroductionNot Scale Well

9

Existing models do not scale well for high-dimension data: 

Not only slow to generate but also inefficient to train.

scale of data dimensions

small images large images long videos short videos 

Cost

Quality



IntroductionNot Scale Well

10

High-dimensional data contains useful structures that can greatly 
improve scalability. However, they are not studied adequately.

Hierarchical structures Semantic structures Temporal structures



IntroductionResearch Goal
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Build Future Generative Models

Scalable
Efficient Learning on High-dim data



IntroductionWe live in a 3D world.

12

Image and video are 2D representations of a 3D world.



Introduction

Text-to-video Generation from OpenAI Sora

No World Knowledge

13

AI generated

Photographic

Existing models ignore the underlying world knowledge, e.g., 
3D projective geometry.



IntroductionResearch Goal

14

Build Future Generative Models

Scalable

Better generalization with world knowledge 
Knowledgeable
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Diffusion Transformers



Flexible GenerationBrief Introduction of Diffusion Models

23



Flexible GenerationBrief Introduction of Diffusion Models

24



Flexible GenerationBrief Introduction of Diffusion Models

25



Flexible GenerationBrief Introduction of Diffusion Models

26



Flexible GenerationBrief Introduction of Diffusion Models

27



Flexible GenerationBrief Introduction of Diffusion Models

28



Flexible GenerationBrief Introduction of Diffusion Models

29



Flexible GenerationBrief Introduction of Diffusion Models
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Scalable



Scalable LearningScaling to High-dimensional Data

32

High-res generation is difficult: 
Low generation quality. 
Low learning efficiency.

Data

XHZH
T ZH

t ZH
1…ZH

t−1…

512x512



Scalable LearningPyramid Representations

33

E.H. Andelson and C.H. Anderson and J.R. Bergen and P.J. Burt and J.M. Ogden. 

“Pyramid methods in image processing". 1984.



Scalable LearningCascaded Diffusion Models

34

Ho, Jonathan, et al. "Cascaded diffusion models for high fidelity image generation." 

The Journal of Machine Learning Research 23.1 (2022): 2249-2281.

Train multiple cascaded models. 

ZL
T XL

Data

ZL
t ZL

1…ZL
t−1…

XHZH
T ZH

t ZH
1…ZH

t−1…
7 cas

caded
 models

3 cas
caded

 models

(1) Slow inference process 



Scalable Learning

(2) Error propagation

Cascaded Diffusion Models

35

(1) Slow inference process 

Can we leverage the multi-scale 
information in a single generative 

model?

16x16 32x32 64x64 128x128 256x256

ZL
T XL

Data

ZL
t ZL

1…ZL
t−1…

XHZH
T ZH

t ZH
1…ZH

t−1…



Scalable LearningLearning process with latents

Z

C

Context

NAR Generator

Latents

X

Data

Incorporate structures to improve learning

Predict

Predict

36

Sharing computation

Predict these structures while sharing 
computations with the final prediction. This can 

greatly improve learning efficiency.



Scalable LearningSharing Multi-scale Computations

37

Standard diffusion architecture contains multi-scale computation.

NAR Generator

C



Scalable LearningDiffusion via Transformation (f-DM)

38

C

Gu, J., Zhai, S., Zhang, Y., Bautista, M. A., & Susskind, J., 

“f-DM: A Multi-stage Diffusion Model via Progressive Signal Transformation,” ICLR 2023

Stage1

Stage2

Stage3



Scalable Learning

Diffusion in mid-res

ZL
800 ZM

600

Diffusion in low-res

ZL
1000 …

Diffusion via Transformation (f-DM)

39

Gu, J., Zhai, S., Zhang, Y., Bautista, M. A., & Susskind, J., 

“f-DM: A Multi-stage Diffusion Model via Progressive Signal Transformation,” ICLR 2023

XZH
1…ZH

200

Diffusion in high-res

… …

ZM
400…



Scalable LearningComparison to Cascaded Models

40

Gu, J., Zhai, S., Zhang, Y., Bautista, M. A., & Susskind, J., 

“f-DM: A Multi-stage Diffusion Model via Progressive Signal Transformation,” ICLR 2023

16x16

Cascaded Diffusion

f-DM (Ours)

16x16

32x32

32x32

64x64

64x64

128x128

128x128

256x256

256x256



Scalable LearningProgress of Generation

41

Gu, J., Zhai, S., Zhang, Y., Bautista, M. A., & Susskind, J., 

“f-DM: A Multi-stage Diffusion Model via Progressive Signal Transformation,” ICLR 2023

Diffusion LatentsPredicted “difference” 
from the target.



Scalable Learning

Diffusion in mid-res

ZL
800 ZM

600

Diffusion in low-res

ZL
1000 …

Potential Issues

42

Gu, J., Zhai, S., Zhang, Y., Bautista, M. A., & Susskind, J., 

“f-DM: A Multi-stage Diffusion Model via Progressive Signal Transformation,” ICLR 2023

X
ZH

1…ZH
200

Diffusion in high-res

ZM
400…

Non-trivial to determine the best schedule 
for each stage



Scalable LearningMatryoshka Diffusion (MDM)

43

Gu, J., Zhai, S., Zhang, Y., Susskind, J. & Jaitly, N., “Matryoshka Diffusion Models,” ICLR 2024

We make diffusion happen at both low and high resolutions. 

XL

XHZH
t−2 ZH

1…ZH
t−3

ZL
T ZL

t ZL
t−1…

Diffusion in low-res

Diffusion in high-res

ZL
t−2 ZL

t−3 ZL
1…

ZH
t ZH

t−1ZH
T …

Noise function

NOTE: Noise schedule can be different 



Scalable LearningMatryoshka Diffusion (MDM)

44

Gu, J., Zhai, S., Zhang, Y., Susskind, J. & Jaitly, N., “Matryoshka Diffusion Models,” ICLR 2024

C

Multi-scale inputs Multi-scale targets

642 → (642,2562) → (642,2562,10242)

Progressive Training



Scalable LearningProgress of Generation

45

Gu, J., Zhai, S., Zhang, Y., Susskind, J. & Jaitly, N., “Matryoshka Diffusion Models,” ICLR 2024

64x64 256x256 1024x1024



Scalable LearningMulti-scale Scales Better Than Single-scale

46

Gu, J., Zhai, S., Zhang, Y., Susskind, J. & Jaitly, N., “Matryoshka Diffusion Models,” ICLR 2024

Comparison of Learning Efficiency
CL

IP
 S
co

re
 

10

14.75

19.5

24.25

29

Training iterations (K)

0 50 100 150 200 250 300 350

Ours (MDM)
Baseline (Diffusion Model)

Incorporating a multi-
scale structure learns 
diffusion much more 
efficiently than baseline. 



Scalable LearningMulti-scale Scales Better Than Single-scale

47Single-scale (512x512) Ours (512x512)



Scalable LearningResults

48

Cinematic photo of a fluffy koala with knitted hat holding a large cup of latte, 
close up, studio lighting, 4k

a colorful artwork of Batman wearing sunglasses | 
romantic wall graffiti, close-up | dark pink and 
yellow | street murals

A chromeplated cat sculpture 
placed on a Persian rug

A traditional Chinese garden in 
summer, oil paining by Claude 
Monet

A green sign that says 
“MDM” and is at the 
edge of the Grand 
Canyon

MDM  is the first single model at 1024px for text-to-image generation. Only 12M data. 



Scalable LearningAlso works for Video Generation

49

Gu, J., Zhai, S., Zhang, Y., Susskind, J. & Jaitly, N., “Matryoshka Diffusion Models,” ICLR 2024

Frame

VideoZH
1…

ZL
T ZL

t ZL
t−1…

Diffusion in first-frame image

Diffusion in all frames

ZL
1…

ZH
t ZH

t−1ZH
T …



Scalable LearningThe Diversity Problem
Diversity of generation is variable and controlling the content can be difficult

50

A cat sat on 
the mat

Standard diffusion model

Diffusion Model

•Diffusion models, while adept at generating high-quality images from text, often 
produce limited visual diversity

Gu, J., Zhai, S., Zhang, Y., Susskind, J. & Jaitly, N., “Matryoshka Diffusion Models,” ICLR 2024



Scalable LearningWhy standard diffusion models fail?

51

∇xlog p̃θ(x |c) = γ [∇x(log pθ(x |c) − log pθ(x))] + ∇xlog pθ(x)

Diffusion models use Classifier-free Guidance (CFG) to 
improve the generation:

γ



Scalable LearningKaleido Diffusion

52

z ∼ pθ(z ∣ c)

x ∼ p̃θ(x ∣ z, c) Latent-augmented Diffusion Models

Latent Modeling

∇xlog p̃θ(x |c, z) = γ [∇x(log pθ(x |c) + log pθ(z |x, c) − log pθ(x))] + ∇xlog pθ(x)

•Diffusion with CFG:

Explicitly model “mode selection” before applying diffusion steps



Scalable LearningKaleido-Diffusion Models
Adding autoregressive latent variables to improve controllability and diversity

53

A cat sat on 
the mat

Kaleido diffusion model

Diffusion Model

Autoregressive 
Model (Prior)

Latent tokens (e.g., 
captions, box, seg, 

visual tokens)

Gu, J., Zhai, S., Zhang, Y., Jaitly, N., & Susskind, J., 

“Kaleido Diffusion: Improving Conditional Diffusion Models with Autoregressive Latent Modeling,” Arxiv 2024



Scalable LearningGenerating the Posteriors of Latents
Use other models / data to generate discrete latents from the images

54

Panda 
eating 
pizza

Latent Extractors 
(e.g. MLLMs)

. . . 
discrete latents

Gu, J., Zhai, S., Zhang, Y., Jaitly, N., & Susskind, J., 

“Kaleido Diffusion: Improving Conditional Diffusion Models with Autoregressive Latent Modeling,” Arxiv 2024



Scalable LearningGenerating the Posteriors of Latents
Can use a set of Pretrained models to generate a variety of descriptors

55

Detection 
bounding 
boxes

Object 
blobs

Caption: Dog Lying on a human’s lap

Textual Descriptions 

A person in a blue sweater and jeans is sitting on the floor on 
top of a gray couch with their laptop in their lap. They have a 
yellow Labrador Retriever in their lap, who is looking at the 
camera. The dog has its tongue out and is lying down on the 
person’s lap…

Visual Tokens

1 13 4 . . . 7 9

Gu, J., Zhai, S., Zhang, Y., Jaitly, N., & Susskind, J., 

“Kaleido Diffusion: Improving Conditional Diffusion Models with Autoregressive Latent Modeling,” Arxiv 2024



Scalable LearningAutoregressive and Diffusion Joint Training
Can use a set of Pretrained models to generate a variety of descriptors

56

Gu, J., Zhai, S., Zhang, Y., Jaitly, N., & Susskind, J., 

“Kaleido Diffusion: Improving Conditional Diffusion Models with Autoregressive Latent Modeling,” Arxiv 2024

L = LDM + η ⋅ LAR



Scalable LearningMuch More Diverse Generations
“Siberian husky” (Class to Image Generation)

57

baseline Kaleido-diffusion



Scalable LearningMuch More Diverse Generations
“A bald eagle made of chocolate powder, mango, and whipped cream” (Text to image generation)

58

baseline Kaleido-diffusion



Scalable LearningQuantitative Results

59

•Kaleido consistently enhances the diversity of samples without 
compromising their quality across different CFG



Scalable LearningLatent Editing
Input: “A photo of a frog drinking coffee”

60

In the image a frog is seen sipping on a cup of 
coffee, seemingly enjoying a relaxing break. The frog 
is positioned on a log with its eyes closed and a 
small smile on its face, as if it’s savoring the flavor of 
the coffee. The cup of coffee is placed on a rock 
next to the frog, and the background features a body 
of water. The frog’s green and yellow coloration 
stands out against the natural setting, making for a 
charming and whimsical scene.

Latents generated Image generated by diffusion



Scalable LearningLatent Editing
Input: “A photo of a frog drinking coffee”

61

In the image a frog is seen sipping on a cup of 
coffee, seemingly enjoying a relaxing break. The frog 
is positioned on a log with its eyes closed and a 
small smile on its face, as if it’s savoring the flavor of 
the coffee. The cup of coffee is placed on a rock 
next to the frog, and the background features a body 
of water. The frog’s green and yellow coloration 
stands out against the natural setting, making for a 
charming and whimsical scene.

Latents generated Image generated by diffusion



Scalable LearningLatent Editing
Input: “A photo of a frog drinking coffee”

62

In the image a frog is seen sipping on a cup of 
coffee, seemingly enjoying a relaxing break. The frog 
is positioned on cobblestones with its eyes closed 
and a small smile on its face, as if it’s savoring the 
flavor of the coffee. The cup of coffee is placed on a 
rock next to the frog, and the background features 
forest. The frog’s green and yellow coloration stands 
out against the natural setting, making for a 
charming and whimsical scene.

Edited Latents Image regenerated by diffusion



Scalable LearningLatent Editing
Input: “A photo of a frog drinking coffee”

63

In the image a frog is seen sipping on a cup of 
coffee, seemingly enjoying a relaxing break. The frog 
is positioned on cobblestones with its eyes closed 
and a small smile on its face, as if it’s savoring the 
flavor of the coffee. The cup of coffee is placed on a 
rock next to the frog, and the background features 
forest. The frog’s green and yellow coloration stands 
out against the natural setting, making for a 
charming and whimsical scene.

Edited Latents Image regenerated by diffusion



Scalable LearningIs Diffusion the best answer?

64

θ θ

ϵ ∼ N(0,I) xt x0

?



Scalable LearningDenoising Autoregressive Transformer

65

Gu, J., Wang, Y., Zhang, Y., Zhang, Q., Zhang, D., Jaitly, N., Susskind, J., Zhai, S. “DART: Denoising Autoregressive Transformer 
for Scalable Text-to-Image Generation”, Arxiv 2024



Scalable LearningDenoising Autoregressive Transformer

66

Gu, J., Wang, Y., Zhang, Y., Zhang, Q., Zhang, D., Jaitly, N., Susskind, J., Zhai, S. “DART: Denoising Autoregressive Transformer 
for Scalable Text-to-Image Generation”, Arxiv 2024



Scalable LearningDenoising Autoregressive Transformer

67

Gu, J., Wang, Y., Zhang, Y., Zhang, Q., Zhang, D., Jaitly, N., Susskind, J., Zhai, S. “DART: Denoising Autoregressive Transformer 
for Scalable Text-to-Image Generation”, Arxiv 2024



Scalable LearningDenoising Autoregressive Transformer

68

Gu, J., Wang, Y., Zhang, Y., Zhang, Q., Zhang, D., Jaitly, N., Susskind, J., Zhai, S. “DART: Denoising Autoregressive Transformer 
for Scalable Text-to-Image Generation”, Arxiv 2024



Scalable LearningTakeaway

69

We can enhance learning scalability from 
high-dimensional data by using hierarchical 
and discrete structures to model the latents.

Z

C

Context

Generator

Latents

X

Data

Incorporate 
data 

structures



Scalable Knowledgeable



World Knowledge ModelingWhy Need World Knowledge?

71

Can SOTA Generative Models learn 3D? 

viewpoint condition



World Knowledge ModelingIssues with Pure 2D Models

72

Results of 2D diffusion models:

Context

Watson, Daniel, et al. "Novel view synthesis with diffusion models." ICLR 2023.

ContextOutput Output



World Knowledge ModelingIssues with Pure 2D Models

73

1. Randomness in each view;  

2. Viewpoint and semantics are not disentangled. 

Zπ
T ZL

t ZL
t−1…Diffusion at 

view 1 …

Zπ
T ZL

t ZL
t−1…Diffusion at 

view 2 …

Randomness 
causing 

inconsistency

Joint Need multi-view 
datasets; 

Not generalize to 
unseen views

…



World Knowledge ModelingImplicitly learn through large amounts of video data.

74

Large scale 
video dataset

SORA

Pure 2D/video network

Drawback:  

(a)  Data/resource hungry  

(b) No 3D guarantee.



World Knowledge ModelingFailure cases (again)
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World Knowledge ModelingExplicit World Knowledge Modeling

76

Z

C

Context

Generator

Latents

X

Data

World knowledge 
(e.g., 3D)

The external world knowledge acts as an 
additional constraint to regularize the generative 

process.



World Knowledge ModelingHow natural images are created

77

Computer Graphics

3D LatentsRenderingDataCamera

Z

Neural 
Renderer

3D Latents

X
Data

VCamera

R

Neural Rendering from 3D Latents

neural fields, 
voxels, point 

clouds, 
meshes, etc

volume rendering, 
rasterization, etc



World Knowledge Modeling

Output of 2D 
Generative Model

Output of Generative 
model with 3D 

latents

3D-aware Generative Models

78

A model grounded in 3D can generalize to 
new views freely without much training.

Z

Neural 
Renderer

3D Latents

VCamera

R

C

Generator

(Context)



World Knowledge Modeling

79

C

Neural 
Renderer

VCamera

R

Neural rendering from 3D Latents, gradient back-propagate to 
update 3D latents 

gradientsgradients

Loss 
Function

Ground-truth 
Multi-view 
images

Z

3D Latents

Reconstruction from Images



World Knowledge Modeling

Z

Neural 
Renderer

3D Latents

VCamera

RC Generator

Context 2D Images

How to Generate 3D Latents?

80

ZT

C

Context

X

Zt Z0…

NAR 
Generator

Zt−1…

× T 2D Images

High Low

“pseudo-multi-view  
ground-truth” 



World Knowledge Modeling

Zπ
T Zπ

t Zπ
t−1…Diffusion at 

view 2 …

Distilling Latents from 2D Diffusion!

81

Gu, J., Trevithick, A., Lin, K. E., Susskind, J. M., Theobalt, C., Liu, L., & Ramamoorthi, R., 

“NerfDiff: Single-image View Synthesis with NeRF-guided Distillation from 3D-aware Diffusion,” ICML 2023

…

Optimizing the 3D latent

× N views

Zt

R

Zπ
T Zπ

t Zπ
t−1…

3D-aware 
Diffusion at 
one view 

…

Distillation

Distillation

Guidance

Using denoised views 
as the rendering 

target to fine-tune the 
3D latents  

Using the rendered 
image to guide the 

multi-view diffusion to 
move into next step

ZTGenerator

Initial Prediction

Pre-trained 2D Diffusion as “Prior”

Guidance

…

Novel views

Zt−1

R

Z0 R



World Knowledge ModelingComparison

82

Gu, J., Trevithick, A., Lin, K. E., Susskind, J. M., Theobalt, C., Liu, L., & Ramamoorthi, R., 

“NerfDiff: Single-image View Synthesis with NeRF-guided Distillation from 3D-aware Diffusion,” ICML 2023

2D only With 3D 2D only With 3D



World Knowledge ModelingComparison

83

Gu, J., Trevithick, A., Lin, K. E., Susskind, J. M., Theobalt, C., Liu, L., & Ramamoorthi, R., 

“NerfDiff: Single-image View Synthesis with NeRF-guided Distillation from 3D-aware Diffusion,” ICML 2023



World Knowledge ModelingHow to learn?

84

Approach I: Distillation from 2D Model

Z

Neural 
Renderer

3D Latents

VCamera

RC Generator

Context Data

Approach II: Direct 3D Generation

Z

C

Context

Generator

Latents

Z

Neural 
Renderer

3D Latents

VCamera

RC Generator

Context Data

ZC Generator

Latents



World Knowledge ModelingDirect 3D GANs

85

Gu, J., Liu, L., Wang, P., & Theobalt, C., 

“Stylenerf: A style-based 3d-aware generator for high-resolution image synthesis,” ICLR 2022

This is the first time a generative model can synthesize high-resolution 
images from novel views while preserving high 3D consistency!



World Knowledge ModelingDirect 3D Diffusion

86

For each scene, we will simultaneously run 3D latents reconstruction and 
generative model learning on the optimized latents. 

Chen, H., Gu, J., Chen, A., Tian, W., Tu, Z., Liu, L., & Su, 

“Single-Stage Diffusion NeRF: A Unified Approach to 3D Generation and Reconstruction,” ICCV 2023



World Knowledge ModelingProgress of Generation

87

Chen, H., Gu, J., Chen, A., Tian, W., Tu, Z., Liu, L., & Su, 

“Single-Stage Diffusion NeRF: A Unified Approach to 3D Generation and Reconstruction,” ICCV 2023

Latents are hard to obtain; therefore, 
difficult to Scale up… 

Can we find better 3D representation?



Scalable LearningTakeaway

88

Learning 3D latents allows for free-view 
synthesis in generative models. 

We can optimize 3D latents with 2D models or 
directly generate 3D latents.

Z

C

Context

Generator

Latents

X

Data

World knowledge 
(e.g. 3D)



Flexible 
Scalable

Knowledgeable

To Summarize Combine latents to design 
non-autoregressive generative 
models for flexible text 
generation.

Integrate data structures into 
latent for high-resolution 
image and video synthesis.

Model 3D knowledge as 3D 
latents in generative models 
for free-view synthesis.

89

Z

C

Context

Generator

Latents

X

Data



Future Work



Next StepsFlexibility of NAR for LLMs

91

Can we design more flexible large language models? For instance, 
apply NAR to fast generation and editing.

Block-wise Non-
autoregressive 
Generation B1 B2 B3



Next StepsScalable Learning: Unifying LLMs with Diffusion Models

92Work in progress (to be submitted to ICLR 2025)



Next StepsScalable Learning: Unifying LLMs with Diffusion Models

93Work in progress



Next StepsPhysics-informed Generative AI

94

Can we incorporate more physics world knowledge?

State-of-the-art Video Generation 
(OpenAI Sora)

?

Physics simulation

Fang et al., SIGGRAPH 2020

Fei et al., SIGGRAPH Asia 2019



Next StepsPhysics-informed Generative AI

95

Can we take inspiration from 3D latents so far?

Z

Neural 
Renderer

3D Latents

X
Data

VCamera

R

Physics 
simulator → f(t) ?



Next StepsGenerative AI for Embodied AI

96

Can we learn flexible, scalable, and knowledgeable generative 
models directly from large-scale ego-centric video data?

World Model for 
Embodied Systems

Z

C

Context

Generator

Latents



Next StepsGenerative AI for Applications

97

We can deploy such generative models for wider applications. For 
instance, creating high-quality and controllable synthetic training 
datasets. 

Self-driving Robotics Medical Imaging
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A sample of 1024x1024 Generation from “Matryoshka Diffusion Models”, ICLR 2024
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